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Abstract It is reported that there are hundreds of thou-

sands of deaths caused by seasonal flu all around the world

every year. More other diseases such as chickenpox,

malaria, etc. are also serious threats to people’s physical

and mental health. There are 250,000–500,000 deaths

every year around the world. Therefore proper techniques

for disease surveillance are highly demanded. Recently,

social media analysis is regarded as an efficient way to

achieve this goal, which is feasible since growing number

of people have been posting their health information on

social media such as blogs, personal websites, etc. Previous

work on social media analysis mainly focused on English

materials but hardly considered Chinese materials, which

hinders the application of such technique to Chinese peo-

ple. In this paper, we proposed a new method of Chinese

social media analysis for disease surveillance. More

specifically, we compared different kinds of methods in the

process of classification and then proposed a new way to

process Chinese text data. The Chinese Sina micro-blog

data collected from September to December 2013 are used

to validate the effectiveness of the proposed method. The

results show that a high classification precision of 87.49 %

in average has been obtained. Comparing with the data

from the authority, Chinese National Influenza Center, we

can predict the outbreak time of flu 5 days earlier.

Keywords Social media � Chinese � SVMLIGHT �
Classification � Prediction � Flu

1 Introduction

With the popularity and development of Internet, new

social media such as blogs, personal websites, instant

messages, and etc. have been greatly changing people’s

life. These social media propel the spread of social news,

public opinion and personal daily information in human’s

society, playing an important role in current information

dissemination. According to the survey of iResearch (as

shown in Fig. 1), time that people spend on social media

reaches 4.6 h every week by the end of September 2009

[1], and it will keep increasing in the future [2].

Since people spend so much time on social media, it is

worthy to utilize them to uncover and collect various kinds

of health information. There are many researchers engag-

ing in the analysis of English social media for disease

surveillance or related works. In 2006, a website called

‘‘who is sick’’ is developed for people to post their sickness

information [3]. In 2009, Ginsber [4] predicted flu

1–2 weeks earlier than Centers for Disease Control (CDC)

through analyzing the log files of Google search. After that,

more researchers predicted the outbreak time of diseases by

using internet data [4–6]. In 2010, Lampos [7] analyzed

Twitter, wrote a tool that could automatically track flu,

then compared with the same period in Health Protection

Agency (HPA), and obtained the correct results. Ficeifeld

et al. [8] collected users’ health information through an

application installed on mobile phones and then detected

diseases. Many scientists have been doing various experi-

ments which are using support vector machine (SVM) and

Naı̈ve Bayes (NB) or other technologies to classify data
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into different areas. Sadilek [9, 10] analyzed the contents of

Twitter of the users and their friends, and then used them to

predict the users’ body health status. Kaundal [11] used

machine learning technique in disease forecasting. How-

ever, few researches relating to Chinese social media have

been finished. Jin [12] used Flickr for prediction and

forecast. Zhengyan [13] classified short text into different

kinds of categories (sports, news etc.) using K-nearest

neighbor (KNN). Yang [14] proposed a method of auto-

matic detection of rumor Sina micro-blogs. These works

are not for disease surveillance. To the best of our

knowledge, there are no researches on disease surveillance

through mining Chinese social media.

This paper aims to predicate people’s health status in a

region of Beijing based on Sina micro-blog, a famous

social medium in China. We collect the related data and

propose an effective classification method for such pur-

pose. As a result, we can classify the micro-blog data with

89.77 % precision and 88.76 % recall in average.

This work is an important step toward predicting disease

based on Chinese social media. It explores the process of

classification of short text and compares different kinds of

method in the process of classification to get a better result.

It also provides foundation for researches on predicting

disease by analyzing social media information.

The rest of the paper is organized as follows: Sect. 2

presents the procedure of this research. Section 3 describes

how to get the data and the character of this data. Section 4

discusses our simulation environment and describes the

method used in this research procedure and the experiment

result. Finally, Sect. 5 concludes the paper.

2 Research procedure

We mainly work out our prediction according to our

classification results. After we have got the classification

results, we analyze them in a statistical way and present

with line charts. We then compare the charts with the line

chart whose data come from weekly reports on the official

website of National Influenza Center. After the credibility

of the classification is proved, we can successfully finish

our disease surveillance work.

Our research flow is shown in Fig. 2. We begin with

feasibility analysis and find no researches have been done

in disease surveillance on Chinese Social Media and the

amount of data we can get from blogs can be enormous

which brings much difficulty to our research. Then we start

to collect data from Sina and have the data cleaned. The

biggest challenge during this step is natural language pro-

cessing. After this procedure, we obtain micro-blogs

without urls, ‘@’ symbols, emoji expressions or some other

special symbols. And then we select sample data randomly

and classify them manually. We then build upon previous

work on classification of text messages (K-means, KNN,

SVM), to get a better result with a relatively better clas-

sifier and apply those methods to our classification. Since

some of the algorithms, such as SVM, contain too many

parameters, we have to repeat the experiment for many

times with different combination of different parameters to

get a conclusion with high accuracy.

3 The data

Micro-blog is a kind of blog service through which people

can post their messages with no more than 140 characters.

It enables users to express their thoughts briefly and

encourages frequent information updates. In China, there

are mainly four such kind of micro-blogs: Sina micro-blog

(http://weibo.com/), Tencent micro-blog (http://t.qq.com/),

NetEase micro-blog (http://t.163.com/) and Sohu micro-

blog (http://t.sohu.com/). According to the analysis of

google trend from 2010 (Fig. 3), Sina micro-blog is the

most popular Chinese social media, so our analysis and

evaluation are based on the data obtained from Sina micro-

blog.

Sina provides convenient API for obtaining data, such as

‘Public Micro-blog’, ‘Location Based Micro-blog’, ‘Lo-

cation Nearby Micro-blog’, and etc. ‘Public Micro-blog’

provides all the micro-blogs without location information;

‘Location Based Micro-blog’ provides geotag micro-blog

in specific place, and it cannot cover most of the micro-

blog; ‘Location Nearby Micro-blogs’ provides geotag

Fig. 1 Global Internet users’ online time assignments in 2010

Fig. 2 Research procedure
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micro-blog, and it can cover the micro-blogs over the area

we choose.

We choose ‘location nearby micro-blog’ (Its main

parameters for the APIs are listed in Table 1) because we

want to get all the micro-blogs in a specific area with

location information [15]. We choose a circle area in

Beijing as shown in Fig. 4.

Using ‘location nearby micro-blog’ API and JavaScript,

we collect Sina micro-blogs in that circle area (longitude:

116.39750833333, latitude: 39.908647222222, range

11,120) from September 2013 to December 2013. There

are 3505110 pieces of micro-blog in total which includes

951,299 pieces of micro-blog in September, 900,337 pieces

in October, 861,590 pieces of micro-blog in November,

and 791,884 pieces in December. Our dataset relates to

374411 people, so 4.4 pieces of micro-blogs for per person

in average. [16] In that about a million pieces of data need

to be checked, our experiment uses a pre-treatment func-

tion to filter data [17].

We select 5000 pieces of status randomly and classify

them manually into two categories: one is ‘sick micro-

blog’ which indicates that the author is sick; the other one

is ‘not sick micro-blog’ which indicates that the author is

not sick. Among these micro-blogs, we get 285 ‘sick

micro-blog’. Then we select 285 ‘not sick micro-blog’ as

training data and test data.

4 Approach

In this section, we follow the steps illustrated in Fig. 5 to

conduct the prediction. Firstly, we conduct some prepro-

cessing to eliminate the noise information and then use text

model to express the content of every pieces of micro-blog.

Secondly, we train the classifier using training data and

record the results into model file. After that, we predicate

the flu based on the training model and the test data.

Finally, we evaluate our proposed method and report the

results.

Fig. 3 The different micro-

blogs’ using trend in China

Fig. 4 Places and scopes to obtain data

Fig. 5 Classification procedures

Table 1 Parameters of ‘location nearby micro-blog’

Parameter Meaning

Lat Latitude

Long Longitude

Range Radius of search range

StartTime Time start to obtain data, expressed as UNIX timestamp

EndTime Time end to obtain data, expressed as UNIX timestamp

Pers Ubiquit Comput (2015) 19:1125–1132 1127

123



4.1 Textual feature

One important different of text processing between English

and Chinese is the feature of extracting text. Although

there are many Chinese word segmentation systems which

can provide word segmentation with a high accuracy, it is

not easy to determine whether using word or character as

textual features.

This paper uses the same dataset and the same classifier

to compare these two kinds of features. According to our

result shown in Figs. 6 and 7, using word as features can

get a higher precision and recall, which reaches 0.90 pre-

cision and 0.947 recall compared with 0.785 precision and

0.895 recall by using character as features. So we use word

as features, for example: a micro-blog ‘I am sick’ is rep-

resented by following feature vector:

4.2 Word weighting

Since word is the advanced language used by human,

human can gain the information from the text, but com-

puters cannot. So it is necessary to convert the text message

into the message computers can understand, and we need to

pre compute the weight of different word. Word weighting

method is another problem which should be considered

when we start to classify micro-blogs. There are four kinds

of word weighting method: Boolean weighting, term fre-

quency weighting (TF), inverted document frequency

weighting (IDF) and term frequency-inverted document

frequency weighting (TFIDF). Boolean weighting does not

consider the importance of each word, and term frequency

weighting does not consider the entire corpus, so this paper

compare IDF with TFIDF, the accuracy of TFIDF (Fig. 8)

is 92.11 % which is much higher than IDF

(accuracy ¼ 64:91 %) (Fig. 9), so this paper uses TFIDF as

a method of word weighting [18–20].

4.3 Classifier

For the classification, machine learning is widely used in

this area. Machine learning can be mainly classified into

two categories: Supervised learning and unsupervised

learning. SVM and K-means are two of the main methods

in the machine learning area. And these algorithms are

improved by many intelligent computer scientists like

Deng et al. [21]. In this paper we select SVM as an

example of supervised learning and K-means as an exam-

ple of unsupervised learning to compare their performance.

We uses 570 classified data to compare their performance

for our problem.

As a result (shown in Fig. 10), a class does not belong to

sick contains more sick micro-blog, the classification

accuracy rate is low. Because of the text for micro-blog is

colloquial, and if its category does not clear, the use of

K-means unsupervised machine learning cannot achieve

good results. K-means belongs to unsupervised learning,

clustering center is unable to control, unless has obvious

category relationship, K-means cannot obtain the good

effect.

As shown in Table 2. we get the accuracy of 89.77 %

for SVM and 70.44 % for K-means. We think the reason

for that is we can provide specific labels for SVM in this

problem which facilitates the classification and has a better

Fig. 6 Result of the classification using character as textual feature

Fig. 7 Result of the classification using word as textual feature

Fig. 8 Result of the classification using TFIDF as word weighting

Fig. 9 Result of the classification using IDF as word weighting

Fig. 10 Result of K-means classification

1128 Pers Ubiquit Comput (2015) 19:1125–1132

123



performance. Therefore we adopt SVM for our

classification.

We then use K-nearest neighbors (KNN) as a classifier

(as shown in Table 3) to compare with SVM.

K-nearest neighbors aims at finding k-nearest class:

pðdnew; ciÞ ¼
Xm

k¼1

Similarityðdk; dnewÞ � yðdk; dciÞ

ðdk; dciÞ ¼
1 dk belongs to ci

0 dk not belongs to ci

� ð1Þ

dnew stands for a new document need to be classified. dk
stands for the kth document of the corpus.

Support vector machine aims at finding a hyper plane to

classify samples:

svmðxÞ ¼ sgn
XN

i¼1

aiyiKðxi � xÞ þ b

( )
ð2Þ

where sgnð:Þ stands for sign function, and k(.) stands for the
kernel function of SVM, ai is determined by slack vari-

ables, yi stands for the label of xi, x stands for input text,

b is determined by penalty factor [22–25].

Using KNN [26], we achieve 63.15 % precision, and the

result suggests that KNN is also better than K-means, but is

not as well as SVM which achieves 90.00 % precision.

What’s worse, KNN has a lower efficiency than SVM

when classifying the big data. If the number of micro-blog

needed to be classified grows from 1000 to 100,000, the

time consumed by KNN to finish this task raises from 9.8

to 524.67 s. However, the time consumed by SVM is

always less than 1 s (as shown in Fig. 11).

4.4 Experiment

According to the experiment results above, we decide to

use words as features, TFIDF as word weighting method,

SVM as classifier, and we use the SVM_LIGHT as a

convenient tool for our experiments. This SVM is robust

and includes algorithm for approximately training large

transductive SVMs for big data set.

In text categorization system, it generally divides the

corpus into two parts: the training set and the test set. The

training set is made up of many pre-classified documents

and is using for learning the category attributes. The test set

is using for evaluating the classifier by assigning a category

to each unclassified article in it. As the training data and

test data, we choose.

To prove this classifier is stable and reliable, this paper

uses K-Fold cross validation for verification, which ran-

domly divides data into K parts, then take one part as a test

set, the remaining K � 1 parts as a training set, In this

experiment, we use fivefold for this test (as shown in

Table 4).

From this experiment, we finally achieve 89.77 % pre-

cision in average, 88.76 % recall in average and 89.21 %

F1 measure in average. These prove that using our classi-

fication model can distinguish between ‘sick micro-blog’

and ‘not sick micro-blog’. So we use this model to our

dataset from September 2013 to December 2013 (as shown

in Table 5; Fig. 12).

According to the positive rates of influenza detection on

the official website of National Influenza Center, which

show the percentage of influenza like cases in the total

number of visits to a hospital, we have got a line chart, as

shown in Fig. 13.

Compared with Figs. 12 and 13, these two charts have

some similar points. Firstly, from September to October,

both charts’ dependent variables are all rising. Secondly,

those two charts are rising evidently and approach to the

top in December. These two charts both predict that the

state of flu is urgent in December. As a result, Figs. 12 and

13 have some similarities, which means the credibility of

our experiment.

However, we can see that these two charts have some

differences. There are some reasons to illustrate this

problem shown as following.

Firstly, the source of data in each map is different. For

data shown in Fig. 12, it is collected from people who

Fig. 11 Time consumed by KNN and SVMLIGHT

Table 2 The performance of

K-means and SVM
Algorithm Evaluation (%)

K-means SVM

Precision 70.44 89.77

Recall 49.98 88.76

F1-measure 58.47 89.21

Table 3 KNN classification

confusion matrix
Manual Classifier

Sick Not sick

Sick 17 40

Not sick 2 55

Pers Ubiquit Comput (2015) 19:1125–1132 1129

123



publish messages on ‘‘Sina micro-blog’’, and the region

that messages came from is around Beijing. However, data

shown in Fig. 13, collected by CNIC, is from people who

are diagnosed at the hospital, and the region covers

Northern China which is larger than Beijing. As a result,

the ratios are different.

Secondly, the difference has some relation to the cli-

mate. From this two charts, we can get a conclusion that the

difference occurs between October and November. When it

comes to November, weather is getting colder. As a result,

the number of flu-patients who publish messages on the

‘‘micro-blog’’ will decrease. Also, because flu is hard to be

cured at this time, if people get flu at this time, people are

more likely to go to the hospital for treating instead of

staying at home and eating some pills. So, according to the

data got from micro-blog, the rate of getting flu is smaller.

However, in December, people in Beijing start to use

heating installation. As a result, compared with November,

patients are more likely to publish micro-blog in a warmer

condition.

Then this paper uses the same classification model,

SVM, to classify the micro-blogs day by day in the

4 months, and gets the result as shown in Figs. 14, 15, 16

and 17.

As shown in Fig. 14, the ratio of ‘sick micro-blog’ rises

from September 17, 2013, and peaks as 0.877 % on

September 19, 2013. Compared with the data from China

Nation Influenza Center (CNIC), we predict outbreak time

of flu 3 days earlier.

As shown in Fig. 15, the ratio of ‘sick micro-blog’ rises

from October 26, 2013, and peaks as 0.722 % on October

31, 2013. Compared with the data from China Nation

Influenza Center (CNIC), we predict outbreak time of flu

3 days earlier.

As shown in Fig. 16, the ratio of ‘sick micro-blog’ rises

from November 8, 2013, and peaks as 0.9 % on November

11, 2013. Compared with the data from China Nation

Influenza Center (CNIC), we predict outbreak time of flu

6 days earlier.

As shown in Fig. 17, the ratio of ‘sick micro-blog’ rises

from December 15, 2013, and peaks as 5.00 % on

December 17, 2013. Compared with the data from China

Fig. 12 Classification result between September and December 2013

Fig. 13 CNIC report between September and December 2013

Fig. 14 Classification result in September 2013

Table 4 5-Fold classification

experiment
Experiment Evaluation (%) Average (%)

1-kfold 2-kfold 3-kfold 4-kfold 5-kfold

Precision 90.00 91.23 92.31 86.21 89.09 89.77

Recall 94.70 91.23 84.21 87.72 85.96 88.76

F1 measure 92.29 91.23 88.07 86.96 87.50 89.21

Table 5 Classification between September and December 2013

Status no. Sick status no. Ratio (%)

September 935,646 63,284 6.763669

October 885,436 60,874 6.875031

November 848,685 57,296 6.75115

December 780,890 55,826 7.149022
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Nation Influenza Center (CNIC), we predict outbreak time

of flu 5 days earlier. CNIC’s data suggest that seasonal

influenza achieves a little higher level from December 15,

2013, and rises to a much higher level in this month.

5 Conclusion

In this paper, we investigate how to predict the trend of

diseases in the real world based on Chinese social media.

We combine social media data with spatio-temporal data

and successfully predict outbreak time of flu 5 days earlier

than Chinese National Influenza Center. We also think that

our method for processing Chinese social media data can

be used in other related fields for Chinese big data analysis.

In the future, we need to take more considerations on

spatio-temporal data and investigate the flu’s influence on

individuals for a period time. Since most users of Sina

micro-blogs are the generation born in 80s and 90s, we also

need to obtain more data from other ages to get more

comprehensive results.
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