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Abstract 
 

Fast and high-quality document clustering 
algorithms play an important role in effectively 
navigating, summarizing, and organizing  information. 
Recent studies have shown that partitional clustering 
algorithms are more suitable for clustering large 
datasets. However, the K-means algorithm, the most 
commonly used partitional clustering algorithm, can 
only generate a local optimal solution. In this paper, 
we present a Particle Swarm Optimization (PSO) 
document clustering algorithm. Contrary to the 
localized searching of the K-means algorithm, the PSO 
clustering algorithm performs a globalized search in 
the entire solution space. In the experiments we 
conducted, we applied the PSO, K-means and hybrid 
PSO clustering algorithm on four different text 
document datasets. The number of documents in the 
datasets ranges from 204 to over 800, and the number 
of terms ranges from over 5000 to over 7000. The 
results illustrate that the hybrid PSO algorithm can 
generate more compact clustering results than the K-
means algorithm. 
 
1. Introduction 
 

Document clustering is a fundamental operation 
used in unsupervised document organization, 
automatic topic extraction, and information retrieval. 
Clustering involves dividing a set of objects into a 
specified number of clusters. The motivation behind 
clustering a set of data is to find inherent structure in 
the data and to expose this structure as a set of groups. 
The data objects within each group should exhibit a 
large degree of similarity while the similarity among 
different clusters should be minimized [3, 9, 23, 25]. 
There are two major clustering techniques:  
“Partitioning” and “Hierarchical” [9].  Most document 
clustering algorithms can be classified into these two 
groups. The hierarchical techniques produce a nested 

sequence of partition, with a single, all-inclusive 
cluster at the top and single clusters of individual 
points at the bottom. The partitioning clustering 
method seeks to partition a collection of documents 
into a set of non-overlapping groups, so as to maximize 
the evaluation value of clustering. Although the 
hierarchical clustering technique is often portrayed as a 
better quality clustering approach, this technique does 
not contain any provision for the reallocation of 
entities, which may have been poorly classified in the 
early stages of the text analysis [9]. Moreover, the time 
complexity of this approach is quadratic [23].  

In recent years, it has been recognized that the 
partitional clustering technique is well suited for 
clustering a large document dataset due to their 
relatively low computational requirements [23, 25]. 
The time complexity of the partitioning technique is 
almost linear, which makes it widely used. The best-
known partitioning clustering algorithm is the K-means 
algorithm and its variants [11]. This algorithm is 
simple, straightforward and is based on the firm 
foundation of analysis of variances. In addition to the 
K-means algorithm, several algorithms, such as 
Genetic Algorithm (GA) [10, 18] and Self-Organizing 
Maps (SOM) [14], have been used for document 
clustering. Particle Swarm Optimization (PSO) [13] is 
another computational intelligence method that has 
already been applied to image clustering and other low 
dimensional datasets [15, 16]. However, to the best of 
the author’s knowledge, PSO has not been used to 
cluster text documents. In this study, a document 
clustering algorithm based on PSO is proposed.  

The remainder of this paper is organized as follows: 
Section 2 provides the methods of representing 
documents in clustering algorithms and of computing 
the similarity between documents. Section 3 provides a 
general overview of the K-means and PSO optimal 
algorithm. The PSO clustering algorithms are 
described in Section 4.  Section 5 provides the detailed 
experimental setup and results for comparing the 
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performance of the PSO algorithm with the K-means 
approaches. The discussion of the experiment’s results 
is also presented. The conclusion is in Section 6. 
 
2. Preliminaries 
 
2.1 Document representation  
 

In most clustering algorithms, the dataset to be 
clustered is represented as a set of vectors X={x1, x2, 
…., xn}, where the vector xi corresponds to a single 
object and is called the feature vector. The feature 
vector should include proper features to represent the 
object. The text document objects can be represented 
using the Vector Space Model (VSM) [8]. In this 
model, the content of a document is formalized as a dot 
in the multi-dimensional space and represented by a 
vector d, such as d= },.....,{ 21 nwww , where iw  (i = 
1,2,…,n) is the term weight of the term ti in one 
document. The term weight value represents the 
significance of this term in a document. To calculate 
the term weight, the occurrence frequency of the term 
within a document and in the entire set of documents 
must be considered. The most widely used weighting 
scheme combines the Term Frequency with Inverse 
Document Frequency (TF-IDF) [8, 19]. The weight of 
term i in document j is given in equation 1: 

 
)/(log2 jijijijiji dfntfidftfw ×=×=       (1) 

 
where tfji is the number of occurrences of term i in the 
document j; dfji indicates the term frequency in the 
collections of documents; and n is the total number of 
documents in the collection. This weighting scheme 
discounts the frequent words with little discriminating 
power.  
 
2.2 The similarity metric 
 

The similarity between two documents needs to be 
measured in a clustering analysis. Over the years, two 
prominent ways have been used to compute the 
similarity between documents mp and mj. The first 
method is based on Minkowski distances [5], given by:  
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For n =2, we obtain the Euclidean distance. In order 

to manipulate equivalent threshold distances, 
considering that the distance ranges will vary 
according to the dimension number, most algorithms 

use the normalized Euclidean distance as the similarity 
metric of two documents, mp and mj, in the vector 
space. Equation 3 represents the distance measurement 
formula:  
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where mp and mj are two document vectors; dm denotes 
the dimension number of the vector space; mpk and mjk 
stand for the documents mp and mj’s weight values in 
dimension k.  

The other commonly used similarity measure in 
document clustering is the cosine correlation measure 
[19, 20], given by 
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where

j
t
pmm denotes the dot-product of the two 

document vectors. |.| indicates the length of the vector. 
Both similarity metrics are widely used in the text 

document clustering literatures.  
 
3. Background 
 
3.1 K-means Clustering Algorithm 
 

The K-means algorithm is simple, straightforward 
and is based on the firm foundation of analysis of 
variances. It clusters a group of data vectors into a 
predefined number of clusters. It starts with randomly 
initial cluster centroids and keeps reassigning the data 
objects in the dataset to cluster centroids based on the 
similarity between the data object and the cluster 
centroid. The reassignment procedure will not stop 
until a convergence criterion is met (e.g., the fixed 
iteration number, or the cluster result does not change 
after a certain number of iterations).  

The K-means algorithm can be summarized as:  
 
(1) Randomly select cluster centroid vectors to set 

an initial dataset partition. 
(2) Assign each document vector to the closest 

cluster centroids. 
(3) Recalculate the cluster centroid vector cj using 

equation 5. 
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where dj denotes the document vectors that belong 
to cluster Sj; cj stands for the centroid vector; nj is 
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the number of document vectors that belong to 
cluster Sj. 
(4) Repeate step 2 and 3 until the convergence is 

achieved. 
 
The main drawback of the K-means algorithm is 

that the result is sensitive to the selection of the initial 
cluster centroids and may converge to the local optima 
[21]. Therefore, the initial selection of the cluster 
centroids affects the main processing of the K-means 
and the partition result of the dataset as well. The 
processing of K-means is to search the local optimal 
solution in the vicinity of the initial solution and to 
refine the partition result. The same initial cluster 
centroids in a dataset will always generate the same 
cluster results. However, if good initial clustering 
centroids can be obtained using any other techniques, 
the K-means would work well in refining the clustering 
centroids to find the optimal clustering centers [2]. 
 
3.2 PSO Algorithm 
 

PSO was originally developed by Eberhart and 
Kennedy in 1995 [13], and was inspired by the social 
behavior of a flock of birds. In the PSO algorithm, the 
birds in a flock are symbolically represented as 
particles. These particles can be considered as simple 
agents “flying” through a problem space. A particle’s 
location in the multi-dimensional problem space 
represents one solution for the problem. When a 
particle moves to a new location, a different problem 
solution is generated. This solution is evaluated by a 
fitness function that provides a quantitative value of 
the solution’s utility.  

The velocity and direction of each particle moving 
along each dimension of the problem space will be 
altered with each generation of movement. In 
combination, the particle’s personal experience, Pid and 
its neighbors’ experience, Pgd influence the movement 
of each particle through a problem space. The random 
values rand1 and rand2 are used for the sake of 
completeness, that is, to make sure that particles 
explore a wide search space before converging around 
the optimal solution. The values of c1 and c2 control the 
weight balance of Pid and Pgd in deciding the particle’s 
next movement velocity. At every generation, the 
particle’s new location is computed by adding the 
particle’s current velocity, vid, to its location, xid. 
Mathematically, given a multi-dimensional problem 
space, the ith particle changes its velocity and location 
according to the following equations [13]:  
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where w denotes the inertia weight factor; pid is the 

location of the particle that experiences the best fitness 
value; pgd is the location of the particles that experience 
a global best fitness value; c1 and c2 are constants and 
are known as acceleration coefficients; d denotes the 
dimension of the problem space; rand1, rand2 are 
random values in the range of (0, 1).  
 
4. Description of the PSO Clustering 
Algorithm 
 

In the past several years, PSO has been proven to be 
both effective and quick to solve some optimization 
problems [13]. It was successfully applied in many 
research and application areas [4, 7, 13]. In document 
clustering research area, it is possible to view the 
clustering problem as an optimization problem that 
locates the optimal centroids of the clusters rather than 
to find an optimal partition. This view offers us a 
chance to apply PSO optimal algorithm on the 
clustering solution.  

Similar to other partitional clustering algorithms, 
the objective of the PSO clustering algorithm is to 
discover the proper centroids of clusters for 
minimizing the intra-cluster distance as well as 
maximizing the distance between clusters. The PSO 
algorithm performs a globalized searching for solutions 
whereas most other partitional clustering procedures 
perform a localized searching. In localized searching, 
the solution obtained is usually located in the vicinity 
of the solution obtained in the previous step. For 
example, the K-means clustering algorithm uses the 
randomly generated seeds as the initial clusters’ 
centroids and refines the position of the centroids at 
every iteration. The refining process of the K-means 
algorithm indicates the algorithm only explores the 
very narrow vicinity surrounding the initial randomly 
generated centroids.  

The whole clustering behavior of the PSO 
clustering algorithm can be classed into two stages: a 
global searching stage and a local refining stage. At the 
initial iterations, based on the PSO algorithm’s particle 
velocity updating equation 6a, the particle’s initial 
velocity vid, the two randomly generated values (rand1, 
rand2) at each generation and the inertia weight factor 
w provide the necessary diversity to the particle swarm 
by changing the momentum of particles to avoid the 
stagnation of particles at the local optima. Multiple 
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particles parallel searching, using multiple different 
solutions at a time, can explore more area in the 
problem space. The initial iterations can be classified 
as the global searching stage. After several iterations, 
the particle’s velocity will gradually reduce and the 
particle’s explore area will shrink while the particle 
will approach the optimal solution. The global 
searching stage gradually changes to the local refining 
stage. By selecting different parameters in the PSO 
algorithm, we can control the shift time from the global 
searching stage to the local refining stage. The later the 
particle shift from the global searching stage to local 
refining stage, greater the possibility that it can find the 
global optimal solution.  

 
4.1 The Basic PSO Clustering Algorithm 

 
In the PSO document clustering algorithm, the 

multi-dimensional document vector space is modeled 
as a problem space. Each term in the document dataset 
represents one dimension of the problem space. Each 
document vector can be represented as a dot in the 
problem space. The whole document dataset can be 
represented as a multiple dimension space with a large 
number of dots in the space.  

One particle in the swarm represents one possible 
solution for clustering the document collection. 
Therefore, a swarm represents a number of candidate 
clustering solutions for the document collection. Each 
particle maintains a matrix Xi = (C1, C2, …, Ci, .., Ck),  
where Ci represents the ith cluster centroid vector and 
k is the number of clusters. According to its own 
experience and those of its neighbors, the particle 
adjusts the centroid vector’ position in the vector space 
at each generation. The average distance of documents 
to the cluster centroid (ADDC) is used as the fitness 
value to evaluate the solution represented by each 
particle. The fitness value is measured by the equation 
below: 
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where mij denotes the jth document vector, which 
belongs to cluster i; Oi is the centroid vector of the ith 
cluster; d(oi, mij) is the distance between document mij 
and the cluster centroid Oi.; Pi stands for the  number 
of documents, which belongs to cluster Ci; and Nc 
stands for the number of clusters. 

The PSO algorithm can be summarized as: 
 

(1) At the initial stage, each particle randomly 
chooses k different document vectors from the 
document collection as the initial cluster centroid 
vectors. 
(2) For each particle: 

(a) Assign each document vector in the 
document set to the closest centroid vector.  
(b) Calculate the fitness value based on 
equation 7.  
(c) Using the velocity and particle position to 
update equations 6a and 6b and to generate 
the next solutions.  

(3) Repeat step (2) until one of the  following 
termination conditions is satisfied. 

(a) The maximum number of iterations is 
exceeded 
 or 
(b) The average change in centroid vectors is 
less than a predefined value. 

 
4.2 The Hybrid PSO clustering 

 
Merwe’s research [15] indicates that utilizing the 

PSO algorithm’s optimal ability, if given enough time, 
the PSO clustering algorithm could generate more 
compact clustering results from the low dimensional 
dataset than the traditional K-means clustering 
algorithm. However, when clustering large document 
datasets, the slow shift from the global searching stage 
to the local refining stage causes the PSO clustering 
algorithm to require many more iterations to converge 
to the optima in the refining stage than the K-means 
algorithm requiring. Although the PSO algorithm is 
inherently parallel and can be implemented using 
parallel hardware, such as a computer cluster, the 
computation requirement for clustering large document 
dataset is still high. In our experiments, it needs more 
than 500 iterations for the PSO algorithm to converge 
to the optimal result for a document dataset that 
includes 800 documents. The K-means algorithm only 
requires 10 to 20 iterations. 

 Although the PSO algorithm generates much better 
clustering result than the K-means algorithm does, in 
terms of execution time, the K-means algorithm is 
more efficient for large datasets [1]. For this reason, we 
present a hybrid PSO approach that uses K-means 
algorithm to replace the refining stage in the PSO 
algorithm. In the hybrid PSO algorithm, the algorithm 
includes two modules, the PSO module and the K-
means module. The global searching stage and local 
refine stage are accomplished by those two modules, 
respectively. In the initial stage, the PSO module is 
executed for a short period (50 to 100 iterations) to 
discover the vicinity of the optimal solution by a global 
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search and at the same time to avoid consuming high 
computation. The result from the PSO module is used 
as the initial seed of the K-means module. The K-
means algorithm will be applied for refining and 
generating the final result. The whole approach can be 
summarized as: 

 
(1)Start the PSO clustering process until the 

maximum number of iterations is exceeded  
(2) Inherit clustering result from PSO as the initial 

centroid vectors of K-means module. 
(3)Start K-means process until maximum number of 

iterations is reached. 
 
5. Experiments and Results 
 
5.1Datasets 
 

We used four different document collections to 
compare the performance of the K-means and PSO 
algorithms. These document datasets are derived from 
Text REtrieval Conference (TREC) collections [24]. 
Description of the test datasets is given in Table 1. In 
those document datasets, the very common words (e.g. 
function words: “a”, “the”, “in”, “to”; pronouns: “I”, 
“he”, “she”, “it”) are stripped out completely and 
different forms of a word are reduced to one canonical 
form by using Porter’s algorithm [17]. In order to 
reduce the impact of the length variations of different 
documents, each document vector is normalized so that 
it is of unit length. The document number in each 
dataset ranges from 204 to 878. The term numbers of 
each dataset are all over 5000. 

 
5.2 Experimental setup 

 
The K-means, PSO and hybrid PSO clustering 

approaches are applied on the four datasets, 
respectively. The Euclidian distance measure and 
cosine correlation measure are used as the similarity 
metrics in each algorithm. For an easy comparison, the 
K-means and PSO approaches run 100 iterations in 
each experiment. In the hybrid PSO approach, it first 
executes the PSO algorithm for 90 iterations and uses 
the PSO result as the initial seed for the K-means 
module and the K-means module executes for 10 
iterations to generate the final result. The total 
iterations of hybrid PSO is same as K-means and PSO. 

No parameter needs to be set up for the K-means 
algorithm. In the PSO clustering algorithm, we choose 
50 particles for all the PSO algorithms instead of 
choosing 20 to 30 particles recommended in [4, 22]. 
Because the text document datasets is a high 
dimensional problem space, increasing the particle 

number in the algorithm can increase the chance for 
finding the optimal solution. In the PSO algorithm, the 
inertia weight w is initially set as 0.72 and the 
acceleration coefficient constants c1 and c2 are set as 
1.49. These values are chosen based on the results of 
[22]. In the PSO approach, the inertia weight w is 
reduced by 1% at each generation to ensure good 
convergence.  

 
Table 1. Summary of text document datasets 

Data 
Number 

of 
documents 

Number 
of terms 

Number 
of clusters 

Dataset1 414 6429 9 
Dataset2 313 5804 8 
Dataset3 204 5832 6 
Dataset4 878 7454 10 

 
 

5.3 Results and Discussions 
 

The fitness equation 7 is used not only in the PSO 
algorithm for fitness value calculation, but also in the 
evaluation of the cluster quality. It indicates the value 
of the average distance (ADDC) between documents 
and the cluster centroid to which they belong. The 
smaller the ADDC value, the more compact the 
clustering solution is. Table 2 demonstrates the 
experimental results by using the K-means, PSO, 
hybrid PSO respectively. Ten simulations are 
performed for each algorithm. The average ADDC 
values are recorded in Table 2.  

As shown in Table 2, the hybrid PSO approach 
generates the clustering result with the lowest ADDC 
value for all four datasets using the Euclidian similarity 
metric and the Cosine correlation similarity metric. 
Because 100 iterations is not enough for the PSO 
algorithm to converge to an optimal solution, the result 
values in the table 2 indicate that the PSO approach 
have improvements compared to the results of the K-
means approach when using the Euclidian similarity 
metric. However, when the similarity metric is changed 
to the cosine correlation metric, the K-means algorithm 
has a better performance than the PSO algorithm.  

Figure 1 illustrates the convergence behaviors of 
these algorithms on the document dataset 1 using the 
Euclidian distance as a similarity metric. In Figure 1, 
the K-means algorithm converges quickly but 
prematurely. As shown in Figure 1, the ADDC value 
of the K-means algorithm is sharply reduced from 11 
to 8.2 within 10 iterations and fixed at 8.2. The PSO 
approach’s ADDC value is quickly converged from 11 
to 8.1 within 30 iterations. The reduction of the ADDC 
value in PSO is not as sharp as in K-means and 
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becomes smooth after 30 iterations. The curvy line’s 
indicate that if more iterations are executed, the 
average distance value may reduce further although the 
reduction speed will be very slow. The hybrid PSO 
approach’s performance significantly improves. In the 
first 90 iterations, the hybrid PSO approach has similar 
convergence behavior as PSO approach because within 
1 to 90 iterations, the PSO and the hybrid PSO 
algorithms execute the same PSO optimal code. After 
90 iterations, the ADDC value has a sharp reduction 
with the value reduced from 8.1 to 6.4 and maintains a 
stable value within 10 iterations.   

 
Table 2: Performance comparison of K-means, 
PSO, hybrid PSO algorithms 

ADDC value 
 

K-means PSO Hybrid 
PSO 

Euclidian 8.17817 8.11009 6.38039
Dataset1 

Cosine 8.96442 10.41271 8.14551

Euclidian 7.26175 6.25172 4.51753
Dataset2 

Cosine 8.07653 9.57786 7.21153

Euclidian 4.59539 4.14896 2.25961
Dataset3 

Cosine 4.97171 5.71146 4.00555

Euclidian 9.08759 8.62794 6.37872
Dataset4 

Cosine 10.1739 12.8927 9.5379
 
The hybrid PSO algorithm generates the highest 

clustering compact result from the experiments. The 
average distance value is the lowest. In the hybrid PSO 
approach experiment, 90 iterations are not enough for 
the PSO module to discover the optimal solution, 
however, there is a high possibility that one particle’s 
solution is located in the vicinity of the global solution 
or near a global solution. The result of the PSO module 
is used as the initial seed of K-means module and the 
K-means module can quickly locate the optima with a 
low ADDC value.  
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Figure 1: The convergence behaviors of 
different clustering algorithm (K-means, PSO 
and hybrid PSO algorithms)  
 
6. Conclusion 

In this study, a document clustering algorithm 
based on the PSO algorithm is proposed. In the PSO 
clustering algorithm, the clustering behavior can be 
classified into two stages: the global searching stage 
and the local refining stage. The global searching stage 
guarantees each particle searches widely enough to 
cover the whole problem space. The refining stage 
makes all particles converge to the optima when a 
particle reaches the vicinity of the optimal solution. For 
a large dataset, conventional PSO can conduct a 
globalized searching for the optimal clustering, but 
requires more iteration numbers and computation than 
the K-means algorithm does. The K-means algorithm 
tends to converge faster than the PSO algorithm, but 
usually can be trapped in a local optimal area. The 
hybrid PSO algorithm combines the ability of 
globalized searching of the PSO algorithm and the fast 
convergence of the K-means algorithm and avoids the 
drawback of both algorithms. The algorithm includes 
two modules, the PSO module and the K-means 
module. The PSO module is executed for a short 
period at the initial stage to discover the vicinity of the 
optimal solution by a global searching and at the same 
time to avoid consuming high computation. The result 
from the PSO module is used as the initial seed of the 
K-means module. The K-means algorithm is applied 
for refining and generating the final result. Our 
experimental results illustrate that using this hybrid 
PSO algorithm can generate higher compact clustering 
than using either the PSO or the K-means alone.   
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