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Abstract
Web crawler is an important tool to obtain information from the Internet in a timely manner. In a typical web crawler system 
with limited bandwidth, many websites are crawled with different time constraints. Existing studies regarding web crawler 
systems do not consider the bandwidth allocation in such a complex environment; hence, the time constraints may not be 
satisfied. In this study, we investigate the bandwidth allocation approaches for such a web crawler system. The approaches 
are designed for two scenarios, i.e., when the number of websites exceeds or does not exceed the maximum number of web 
crawlers that the system can execute simultaneously. For the latter situation, we propose approaches to control the bandwidth 
for web crawlers to minimize the maximum complete time or minimize the sum of execution times of all web crawlers, 
considering assumptions of both sufficient and insufficient bandwidths. For the former situation, we propose a round-based 
reallocation approach to schedule both the sequence and bandwidth allocation of the web crawlers. Extensive simulations 
are conducted to validate the proposed approaches, and the results show that our approaches satisfy the time constraints well 
and achieve desirable execution performances in various scenarios.

Keywords Bandwidth allocation · Web crawler · Time constraint · Optimization

1 Introduction

In the last decade, the amount of data on the Internet has 
grown significantly (Ding and Wang 2018). The data contain 
a significant amount of useful information; however, it is dif-
ficult to obtain the information in a timely manner (Kumar 
et al. 2017). For example, when graduates seek jobs, they 
often browse several dozens of websites multiple times daily 
to obtain job-related information. Hence, they may read 
redundant or useless content and encounter difficulties in 
obtaining the latest information. In another example, people 
browsing the Internet may overlook information regarding 
food safety from multiple data sources, and this may affect 
their health.

A web crawler is a program that can automatically 
download web pages from the Internet and extract the 
required information from them (Wang et al. 2018b; Thel-
wall 2001). A web crawler starts from one or several initial 
web pages, and more web pages can be continuously col-
lected until a certain stop condition is satisfied. Web crawl-
ers can be invoked often to obtain the latest information 
for users. A typical web crawler system can manage hun-
dreds of websites for multiple users. It is widely used in 

 * Xiaohui Cui 
 xcui@whu.edu.cn

 Weiping Zhu 
 wpzhu@whu.edu.cn

 Yaodong Li 
 yaodongli@whu.edu.cn

 Shu Li 
 whu-shuli@foxmail.com

 Yi Xu 
 yixu@seu.edu.cn

1 School of Computer Science, Wuhan University, Wuhan, 
People’s Republic of China

2 School of Mathematics and Statistics, Wuhan University, 
Wuhan, People’s Republic of China

3 Department of Mathematics, Southeast University, Nanjing, 
People’s Republic of China

4 School of Cyber Science and Engineering, Wuhan 
University, Wuhan, People’s Republic of China

http://orcid.org/0000-0001-7714-350X
http://crossmark.crossref.org/dialog/?doi=10.1007/s12652-020-02377-1&domain=pdf


 W. Zhu et al.

1 3

many fields, including search engines (Arasu et al. 2001), 
software testing (Raina and Prakash Agarwal 2014), data 
analysis systems (Lau et al. 2012; Cai et al. 2008), data 
mining and indexing applications (Edwards et al. 2001; 
Guojun et al. 2017), and food safety management.

Because users often have different requirements when 
collecting data from websites, different time constraints 
are required for crawling tasks. To satisfy these time con-
straints and minimize the execution time, the limited band-
width should be allocated suitably for the crawling tasks. 
If the websites cannot be crawled simultaneously owing to 
the bandwidth constraint, the sequence and time duration 
of the website crawling must be further considered.

Existing studies regarding bandwidth control and allo-
cation mainly focus on better utilization of the available 
bandwidth, including the determination of the optimal 
number of connections dynamically and maintaining live 
connections to different websites (Shkapenyuk and Suel 
2002; Diligenti et al. 2004; Castillo et al. 2004). Some 
studies investigated distributed system architectures for 
bandwidth control and allocation, including the determi-
nation of appropriate physical locations for system nodes 
(Kc et al. 2008; Yadav et al. 2008), and balancing the loads 
of system nodes for crawling tasks (Ge and Ding 2014). 
Recently, some advanced techniques including mobile 
agents (Singhal et al. 2011; Kausar et al. 2013), triple-
stage Stackelberg game (Meng et al. 2018), constrained 
convex utility maximization (Das et al. 2019), genetic 
algorithm (Shams et al. 2017), and differential evolution 
(Afzal et al. 2019) have been used to solve this problem. 
However, these studies did not fully consider various time 
constraints in crawling, in particular different tightness 
conditions of time constraints, or different objective func-
tions of execution time. Therefore, a better approach is 
necessitated to solve this problem.

In this study, we investigated the bandwidth allocation 
problem for a web crawler system, in which data from mul-
tiple websites on the Internet must be collected with time 
constraints. We considered various situations for this prob-
lem. First, the approaches were designed for two scenarios, 
i.e., when the number of crawling tasks exceeds or does not 
exceed the maximum number of crawlers that the system 
can execute simultaneously. For the latter scenario, we pro-
pose approaches to control the bandwidth for web crawlers 
to minimize the maximum complete time or minimize the 
sum of execution times subject to time constraints. Both 
sufficient and insufficient bandwidths were assumed. For 
the former scenario, we propose a round-based reallocation 
approach to solve the problem. The approaches proposed 
in the latter scenario were reused in individual rounds, and 
bandwidth reallocation was performed to optimize their suc-
cession. In summary, the contributions of the current study 
are as follows:

• We formulate the bandwidth allocation problem for a 
web crawler system with time constraints in different sit-
uations. It can accommodate different relations of crawl-
ing tasks with the maximum number of crawlers that can 
execute simultaneously and with different tightness of 
time constraints. Multiple useful execution time objec-
tives are investigated for time-sensitive applications, sys-
tem resource providers, and applications involving time 
constraint violations. These formulations can be used as 
building blocks for more complex applications

• We propose an optimal bandwidth allocation approach 
for a web crawler system, where the number of crawling 
tasks does not exceed the maximum number of crawlers. 
We illustrate the approach in a situation involving suf-
ficient and insufficient bandwidths.

• We extend our study to the optimal bandwidth allocation 
approach for a web crawler system with a large number of 
crawling tasks. In addition to bandwidth allocation, the 
execution sequence of crawling tasks is determined.

• Extensive simulations are performed to validate the per-
formance of our proposed approach. The results show 
that our approaches satisfy the time constraints well and 
achieve desirable execution performances in various sce-
narios.

The remainder of this paper is organized as follows. In 
Sect. 2, we review the related work. In Sect. 3, the system 
models used in this study are described and the problem 
formulation is presented. Subsequently, our solutions are 
proposed in Sect. 4. The evaluation results are presented 
and discussed in Sect. 5. Finally, the paper is concluded in 
Sect. 6.

This paper is based on a conference paper (Zhu et al. 
2019). In this version, we extend our approach to support 
insufficient bandwidths and propose new evaluation metrics 
for the revised problem. Additional discussions and evalu-
ation results are included herein.rics for the revised prob-
lem. Additional discussions and evaluation results are also 
included in this paper.

2  Related work

In existing studies, different bandwidth allocation 
approaches are used to improve the efficiency of web crawler 
systems with limited bandwidths. The work (Shkapenyuk 
and Suel 2002) adapted the download rate of web crawl-
ers to a campus network environment at different times of 
the day. The download rate is controlled by controlling the 
number of connections that the web crawlers open simulta-
neously. Similarly, the work (Diligenti et al. 2004) sequen-
tially activated the optimal numbers of fetchers to fully 
utilize the bandwidth, where each fetcher corresponds to a 
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URL (Uniform Resource Locator) required to be collected. 
The work (Castillo et al. 2004) achieved better utilization 
of the available bandwidth by attempting to maintain live 
connections to the maximum number of different websites 
and retrieve the maximum number of pages from a specific 
website. This can effectively reduce the waiting time before 
the same website is revisited. The work (Kc et al. 2008) pro-
posed an approach to effectively utilize a limited bandwidth 
by assigning crawling tasks to a node whose physical address 
is closer to a specified website. The work (Yadav et al. 2008) 
avoided network overheads by removing URLs that had been 
crawled and assigned different URLs to different nodes. The 
work (Singhal et al. 2011; Kausar et al. 2013) introduced 
a crawling method based on a mobile agent to utilize the 
available bandwidth. The mobile agent can reduce the HTTP 
overhead by transferring the web crawler to the data source 
and compress webpages before they are transmitted back. 
The work (Ge and Ding 2014) proposed a task scheduling 
strategy based on a weighted round robin to achieve the load 
balance of nodes in a distributed crawler system. The work 
(Punj and Dixit 2017) designed a migrating crawler archi-
tecture based on a URL scheduling mechanism to utilize 
bandwidth effectively. Most of the aforementioned studies 
focused on the better utilization of available bandwidths but 
did not consider any specific bandwidth allocation processes, 
in particular those that involve complex time constraints.

Recently, the bandwidth allocation problem has been 
investigated in different scenarios. The work (Fei et  al. 
2010) allocated a bandwidth for relay stations in IEEE 
802.16j-based vehicular networks. The work (Jiang et al. 
2011) proposed a hierarchical QoS-aware dynamic band-
width allocation algorithm for wireless optical broadband 
access networks. The work (Amamou et al. 2012) designed 
a service-level agreement-aware dynamic bandwidth alloca-
tor for a virtualized cloud environment. The work (Wang 
et al. 2018a) proposed a queue-based bandwidth allocation 
method for streaming media servers in m-learning video-
on-demand systems. The work (Meng et al. 2018) solved 
wireless bandwidth and computing resource allocation using 
a triple-stage Stackelberg game. The work (Das et al. 2019) 
formulated the bandwidth allocation in mobile cloud com-
puting as a constrained convex utility maximization prob-
lem and proposed a cheating-resilient bandwidth distribution 
scheme to solve it. The works (Shams et al. 2017; Afzal et al. 
2019) used a genetic algorithm and differential evolution, 
respectively, to allocate bandwidths for cellular IP networks 
to ensure an acceptable QoS level. However, none of the 
aforementioned studies considered various time constraints 
specified for different websites and different execution time 
objectives for users. Our proposed approaches achieved a 
higher utilization of available bandwidths in a web crawler 
system with multiple websites, where various time con-
straints are considered.

3  System model and problem formulation

In this study, we designed a web crawler system based on 
Scrapy (Wang and Guo 2012), which is a widely used appli-
cation framework for crawling websites and extracting struc-
tured data. We use this system to collect information from 
websites related to food and health, supporting for the data 
analysis about food safety management. The architecture of 
the system is shown in Fig. 1.

The system comprises four main modules. Master is a 
web crawler that collects URLs to be crawled from target 
websites. The collected URLs are stored in the database. The 
task configuration module generates crawling tasks based 
on the URLs stored in the database and determines the time 
constraints for each task. Furthermore, the task configura-
tion module predicts the amount of data to be crawled. The 
bandwidth allocation module is used to allocate bandwidths 
for the web crawlers and schedule their execution. Crawlers 
collect specific information from websites based on results 
from the task configuration module and the bandwidth allo-
cation module.

In this web crawler system, we assume that users wish to 
collect information from n websites. The bandwidth in the 
system is limited. Moreover, owing to system constraints, 
the maximum number of web crawlers that can be executed 
simultaneously in the system is m. Two situations exist that 
consider different relations between n and m. When n ≤ m , 
we name it instant allocation, where all the crawlers can 
be executed simultaneously and only bandwidth allocation 
must be considered. When n > m , we name it task schedul-
ing, where in addition to bandwidth allocation, the sequence 
of websites crawled is important. We further formulate the 
problem in these two situations as follows.

3.1  Instant allocation

In this situation, a web crawler collects information in 
each website. The information in each website must be 

Fig. 1  System Model of the Web Crawler System
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collected in a certain time limit. Furthermore, the band-
width to these web crawlers must be allocated appropri-
ately, and the execution time of the crawling tasks subject 
to the time constraints must be minimized. The formal 
formulation is as follows:

Given
1) n websites exist whose information must be collected.
2) Each website contains the amount of data 

Di(i = 1, 2,… n).
3) Each website has a time constraint of t∗

i
(i = 1, 2,… n).

4) The maximum bandwidth for the web crawler system 
is U.

5) The maximum number of crawlers that can be executed 
simultaneously is m ( m ⩾ n).

determine the bandwidth vi(i = 1, 2,… n) for each web-
site such that

1) minmax t end
i

 or
2) min

∑n

i=1
t end
i

,
where t end

i
 is the end time of crawling website i.

subject to
1) t end

j
≤ t∗

j
(j = 1, 2, 3⋯ n)

2) 
∑

vi ≤ U

We defined two execution time objectives for this problem. 
One is to minimize the maximum complete time for all web-
sites, and the other is to minimize the sum of the execution 
times of all websites. The first objective aims to finish all 
crawling tasks as soon as possible, whereas the second one 
aims to minimize the total system resource consumption. 
Both of them are typical in various applications, and we will 
investigate them in this study.

This formulation requires all the time constraints of the 
crawling tasks to be satisfied. This can be realized if a suf-
ficient bandwidth is available. We define the minimum band-
width required to satisfy the time constraints of all websites 
Ū as follows:

When Ū ≤ U , all websites can be crawled within the time 
constraints. We name this situation sufficient bandwidth 
instant allocation. When Ū > U , one or more websites can-
not be crawled within the limit constraints. We name this sit-
uation insufficient bandwidth instant allocation. A sufficient 
bandwidth instant allocation problem can be formulated as 
described above. For the insufficient bandwidth instant allo-
cation, the problem formulation must be modified.

The crawler system collects information for users. If it 
cannot collect all information within the users’ time con-
straints, some losses will be incurred based on the amount 
of time exceeding the time constraints. Therefore, we define 

(1)Ū =

n∑

i=1

Di

t∗
i

(t∗
i
> 0).

a metric to evaluate the extent at which the time constraints 
were satisfied as follows:

Our objective is modified to minimize 
∑n

i=1
△ti . In addi-

tion, the second constraint of the problem formulation is 
not required in this problem. The remainder of the problem 
formulation is the same as that defined previously.

3.2  Task scheduling

When the number of websites to be crawled is greater than 
the maximum number of crawlers that the system can exe-
cute simultaneously, the sequence of the websites’s crawling 
must be scheduled. In other words, in addition to the band-
width allocated to the websites, the start time of crawling 
the websites should be determined. Similar to instant allo-
cation, we aim to minimize the execution time if the time 
constraints can be satisfied, or the time exceeding the time 
constraints if the time constraints cannot be satisfied. We 
used their weighted sum as the objective of the task schedul-
ing problem. We formally formulate the problem as follows:

Given the same conditions as those of the instant alloca-
tion except that n is not required to be less than m,

determine the bandwidth vi(i = 1, 2,… n) and start time 
t0
i
(i = 1, 2,… n) for each website such that
1) min(lnmax t end

i
+ ln

∑n

i=1
△ti) or

2) min(ln
∑n

i=1
(t end
i

− t0
i
) + ln

∑n

i=1
△ti),

where t0
i
 is the start time of crawling website i and t end

i
 is 

the end time.
subject to
1) 

∑
vk∈S ≤ U at any time, where S denotes that the web-

sites are executed concurrently.
Similar to instant allocation, we considered two types of 

evaluation metrics for the execution time, thereby minimiz-
ing the complete time ( min(lnmax t end

i
) ) and minimizing 

the sum of execution times ( min(ln
∑n

i=1
(t end
i

− t0
i
)) ). The 

other objective is to evaluate the time that exceeds the time 
constraints. Instant allocation is a special case of the task 
scheduling problem, where n ≤ m.

For convenience, we summarize all the notations in this 
study in Table 1.

4  Solution

Based on the problem formulated in the previous section, 
we propose a solution for sufficient bandwidth instant allo-
cation, insufficient bandwidth instant allocation, and task 
scheduling. We will illustrate the relationship between these 
problems and the solutions.

(2)△ti =

{
t end
i

− t∗
i
t end
i

> t∗
i

0 t end
i

≤ t∗
i

(i = 1, 2, 3⋯ n).
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4.1  Sufficient bandwidth instant allocation

As illustrated in Sect. 3, the two objectives for sufficient 
bandwidth instant allocation are to minimize the complete 
time and minimize the sum of execution times. Because 
all websites’ crawling begins simultaneously, without loss 
of generality, we assume that they start at time unit 0. The 
bandwidth for each website must be determined. Their solu-
tions are described as follows.

4.1.1  Minimizing the maximum complete time

First, we consider the objective minmax tend
i

 for a situation 
without time constraints. In this situation, for website i, we 
allocate bandwidth vi to be proportional to its data amount 
Di . All web crawlers will finish their crawling tasks at the 
time t′ , which is expressed as

Subsequently, we consider the time constraints 
t∗
i
(i = 1, 2,… n) . A greedy algorithm is proposed to solve 

this problem. We sort the tasks by t∗
i
 in the ascending order. 

The average complete time of the unallocated websites t̄ is 
computed as

where remain denotes the unallocated websites, and Uremain 
is the remaining bandwidth that can be allocated. The small-
est t∗

i
≠ 0 is compared with t̄ . If t∗

i
> t̄ , the information of all 

the remaining websites can be downloaded before their time 
limits. Therefore, all the remaining websites are assigned a 
bandwidth proportional to their data amounts. Otherwise, 
the website i under consideration is assigned the bandwidth 
vi =

Di

t∗
i

 . This is the minimum bandwidth required to satisfy 
the time constraint, and the maximal remaining bandwidth 
is used for other websites. This process is repeated until all 

(3)t� =
�n

i=1
Di

U
.

(4)t̄ =
𝛴Di(i ∈ remain)

Uremain

,

websites are considered. Bandwidth allocation fails if the 
unallocated bandwidth is less than or equal to 0. The detailed 
algorithm is shown in Algorithm 1 where L contains all 
websites.

4.1.2  Minimizing sum of execution times

Next, we consider the objective min
∑n

i=1
tend
i

 . Similarly, we 
consider the unconstrained situation first. Because ti =

Di

vi
 , 

according to the Cauchy inequality, we have

Table 1  Notations used in this 
study

Symbol Meaning

n Number of websites to be collected
U Maximum available bandwidth of web crawler system
m Maximum number of crawlers that the system can execute simultaneously
D

i
Amount of data of website i

t
∗
i

Time constraint of website i, where 0 denotes no time constraint
v
i

Allocated bandwidth of website i
t
0

i
Start time of website i’s crawling

t
end

i
End time of website i’s crawling

t
i

Execution time duration of website i’s crawling
Ū Minimum bandwidth required to satisfy time constraints of all websites
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The equal condition holds when

where � is a constant. Because 
∑

vi = U , we have

Next, we consider a situation with n time constraints. 
According to the Lagrange multiplier method, we have the 
following Lagrange function:

where v = (v1,… , vn) , �i(i = 1, 2… n) and � are the 
Lagrange multiplier of the time constraints and total band-
width constraints, respectively, and �i,� ≥ 0 . Therefore, the 
optimal solution of the optimization problem must satisfy 
the following KKT conditions:

where (a) is the necessary condition for the extreme value of 
the Lagrange function, (b) and (c) are complementary slack-
ness conditions, and (d) and (e) are inequality constraints.

The solution for the situation contains two cases, 
namely 𝜆i > 0 or �i = 0 . When 𝜆i > 0 holds, the optimal 
solution of the function falls outside the feasible domain, 
and the time constraints apply at this time ( gi(v∗) = 0 ). 
Therefore, the solution is as follows:

When �i = 0 holds, all solutions of vi except vi =
Di

t∗
i

 are in 
the feasible domain. This is a special case of the problem 
solved at the beginning of this section. The optimal objective 
is achieved when the bandwidth of all crawlers is assigned 

(5)
�� Di

vi

���
vi

�
≥

��√
Di

�2

.

(6)∀i,
Di

v2
i

= �,

(7)vi =
U
√
Di

∑√
Di

.

(8)L(v, �i,�) =

n∑

i=1

Di

vi
+ �igi(v) + �h(v),

(9)gi(v) =
Di

vi
− t∗

i
, h(v) =

n∑

i=1

vi − U,

(10)

�L(v,�i,�)

�vi
|vi=v∗i = 0 (a)

�igi(v
∗) = 0 (b)

�h(v∗) = 0 (c)

gi(v
∗) ≤ 0 (d)

h(v∗) ≤ 0 (e),

(11)vi =
Di

t∗
i

.

proportionally to the amount of data required to be collected. 
Therefore, we have

where Uremain is the remaining bandwidth of the unassigned 
tasks using Eq. (11). The optimal solution to the problem 
is obtained in these two cases, and the second one is better.

Therefore, we propose the following approach to allo-
cate the bandwidth. Uremain is initialized as U. We first per-
form a pre-allocation of bandwidth Uremain for all websites 
according to Eq. (12). We sort the websites by their dead-
lines in the ascending order and consider them individu-
ally. If a website’s pre-allocated bandwidth cannot satisfy 
the time constraint, it adopts the solution obtained using 
Eq. (11). Subsequently, the allocated bandwidth is reduced 
from Uremain . If Uremain is updated, the preallocation should 
be performed again for all the unallocated websites. This 

(12)vi =

√
Di

∑√
Di

Uremain

,
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process is repeated until all the remaining websites’ pre-
allocated bandwidths satisfy their time constraints. The 
allocation fails if Uremain is less than or equal to 0 or Uremain 
is insufficient to support a website with time constraints. 
The detailed approach is presented in Algorithm 2.

To verify the performance of our proposed algorithms, 
the bandwidth allocation approach proposed by (Fei et al. 
2010), i.e., PROBandwidth can serve as a benchmark 
approach. For website j(j = 1, 2,… n) , we compute the 
required bandwidth to satisfy its time constraints as

Subsequently, we allocate vj , which is proportional to v̄j as 
follows:

By combining Eqs. (13) and (14), the time tj for crawling 
website j can be calculated as follows:

By assuming a sufficient bandwidth, we have 
∑n

j=1

Di

t∗
i

U
≤ 1 . 

Therefore we have tj ≤ t∗
j
(j = 1, 2,… n) , which guarantees 

that all the time constraints are satisfied.
The second benchmark approach is referred to as Ran-

dom. In this approach, we first allocate the bandwidth for 
each website based on Eq. (13). This guarantees that all 
the time constraints are satisfied. The bandwidth already 
allocated is denoted by Ū . Subsequently, the remaining 
bandwidths Uremain = U − Ū are randomly allocated to the 
websites.

4.2  Insufficient bandwidth instant allocation

We further analyze instant allocation with insufficient 
bandwidth. Because the bandwidth is insufficient, all the 
constraints cannot be satisfied. Therefore, we attempt to 
minimize the time exceeding time constraints, as shown 
in Eq.  (2). The optimal solution will be achieved when 
ti(i = 1, 2,… n) is close to t∗

i
 . The problem is to minimize ∑n

i=1
ti subject to ti ≥ t∗

i
 . The formulation is similar to the 

sufficient bandwidth instant allocation with the objective of 
minimizing the sum of execution times, except that ti ≥ t∗

i
 . 

We can revise the solution to this problem.
In our solution, the websites are stored in two queues, 

i.e., normal and constrained queues. The bandwidths of the 
websites in the normal and constrained queues are assigned 
using Eqs. (11) and (12), respectively. The websites were 

(13)v̄j =
Dj

t∗
j

.

(14)vj =
Dj

∑n

j=1
v̄j
U.

(15)tj =
Dj

vj
=

∑n

j=1

Di

t∗
i

U
t∗
i
.

initially in the normal queue, and they were placed in the 
constrained queue only when their assigned bandwidths 
resulted in end times that exceeded the time constraints. 
We modified the condition in which the assigned band-
width resulted in an end time that was less than the time 
constraints. We only changed line 4 and 5 of Algorithm 2 
and we named the revised algorithm M-STET.

To verify the performance of our proposed algorithms, we 
introduce a benchmark approach, i.e., PRODataAmount. For 
website j(j = 1, 2,… n) with data amount Dj , we allocate vi 
proportional to their data amount Di . The bandwidth vj can 
be calculated as follows:

4.3  Task scheduling

When the number of websites to be crawled n is greater 
than the maximum number of crawlers that the system can 

(16)vj =
Dj

∑n

j=1
Dj

U.
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execute simultaneously m, we consider the bandwidth allo-
cation a task scheduling problem. In this problem, the start 
time and the duration of the websites’s crawling tasks must 
be determined. Similar to instant allocation, we aim to mini-
mize the execution time of the websites’s crawling if the time 
constraints can be satisfied or the time exceeding the time 
constraints if the time constraints cannot be satisfied. As 
illustrated in Sect. 3, the objectives are as follows:

min(lnmax tend
i

+ ln
∑n

i=1
△ti) or

min(ln
∑n

i=1
(tend
i

− t0
i
) + ln

∑n

i=1
△ti)

We proposed a round-based allocation approach for this 
problem, the details of which are as follows. We believe 
that websites with loose time constraints should be crawled 
earlier than those with tight time constraints. We can place 
all websites to be crawled to a priority queue, and a web-
site with a tighter time constraint is assigned a higher prior-
ity. The first m websites are removed from the queue, and 
their bandwidths are allocated using the instant allocation 
approach. The maximum end time of these websites is 
denoted by tmax , which is the end time of this round. During 
crawling, once a website’s crawling is completed, another 
website is removed from the queue and its crawling is com-
menced. When this round is completed at tmax , all remaining 
data and the time constraints of the websites are recomputed. 
Subsequently, the top m websites that have not completed 
the crawling compose another round’s identification. Their 
bandwidths are reallocated based on their remaining data 
and the time constraints. This procedure is repeated until 
the queue becomes empty. This approach is illustrated in 
Algorithm 4

As shown in lines 20–27, this algorithm is based on 
different instant allocation approaches. For clarity, if 
M-MAXT and M-STET are used, the algorithm is referred 
to as ReAlloc-MAXT, whereas if M-SUMT and M-STET 
are used, the algorithm is referred to as ReAlloc-SUMT.
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To verify the performance of the algorithm, we intro-
duce the following benchmarks. First, we used PROBand-
width to replace M-MAXT or M-SUMT (line 23) and 
M-STET (line 25). The resulting approach is referred to as 
ReAlloc-PROBandwidth.

The second benchmark approach uses only the band-
width allocation algorithm for the first m websites, and the 
remaining websites begin their crawling once some of the 
running crawling tasks are completed. The bandwidths of 
the websites are not reallocated. This approach is referred 
to as AllocOnce

The third benchmark approach is a round-based allocation 
approach. It first sorts all websites t∗

i
 in the ascending order. 

In the first round, the first m websites are allocated with their 
bandwidths proportional to their data amount. Their start 
and finish times are the same. Subsequently, the other m 
websites repeat this process until all websites are considered. 
The approach is referred to as ReAlloc-PRODataAmount.

5  Experimental results

We performed simulations to evaluate the performances 
of the proposed algorithms. Multiple web crawlers were 
executed on a computer, and NetBalancer (Srl 2014) was 
used to control the bandwidth of each web crawler in the 
experiment. We first present the results of instant allocation, 
followed by the results of task scheduling. Finally, some 
practical issues related to crawling are discussed.

5.1  Sufficient bandwidth instant allocation

We first compare the performances of M-MAXT and 
M-SUMT with other bandwidth allocation approaches, 
including Random, PROBandwidth (Fei et al. 2010), genetic 
algorithm (GA) (Shams et al. 2017), and differential evo-
lution (DE) (Afzal et al. 2019). We developed web crawl-
ers to collect data from six websites, including wiki (http://
www.wiki.com), pear video (http://www.pearv ideo.com), 
huanqiu (http://world .huanq iu.com), sinanews (http://news.
sina.com.cn), huitu (http://www.huitu .com), and chinanews 
(http://www.china news.com). Their contents include texts, 
images, and videos, and their data amount satisfy 1:1.3:1.6: 
1.9:2.2:2.5, which simulates different practical user require-
ments. We conducted experiments by varying three influenc-
ing factors: bandwidth, amount of data to be crawled, and 
tightness of time constraints.

First, we varied the bandwidth from 800 to 1200 kbps to 
verify the performances of different approaches. The data 
amount was set to 125,000 kb, and the time constraints were 
the same. The results are shown in Fig. 2. It is clear that the 
maximum complete time and sum of execution times of all 
approaches decreased with increasing bandwidth. This is 

because the execution time of a website is inversely propor-
tional to the bandwidth. Among these approaches, the maxi-
mum complete time of M-MAXT was less than that of the 
other approaches, whereas the sum of execution times of 
M-SUMT was less than that of the other approaches. This is 
consistent with our analysis. PROBandwidth allocated the 
bandwidth based on Dj∕t

∗
j
 for website j. Therefore, some 

websites completed crawling much earlier than their time 
constraints. The unutilized time constraint does not contrib-
ute to the objective but consumes the bandwidth to be used 
for other websites. This causes a longer crawling time and 
execution time for these websites. The random approach 
randomly allocates the remaining bandwidths after allocat-
ing the minimal required bandwidth for each website. Some 
websites may have small bandwidths and hence long execu-
tion times. The GA and DE performed better than PROBand-
width and Random but were affected by local optimal solu-
tions; therefore, they could not easily achieve the minimum 
execution time or complete time. M-MAXT achieved the 
least maximum complete time because of its explicit opti-
mization of it. After the allocation of bandwidths to all tight 
time constraints using Dj∕t

∗
j
 for website j, other websites 

shared the remaining bandwidth and ended simultaneously, 
thereby resulting in the least maximum complete time. 
M-SUMT achieved the minimal sum of execution times by 
allocating the bandwidths using Eq. (12). However, it did 
not require the websites to complete simultaneously; hence, 
the maximum complete time may be long.

Subsequently, we varied the amount of data to verify the 
performance of different approaches. The bandwidth was 
set to 1000 kbps, and the time constraints were set ran-
domly such that the Ū of these websites was less than U. We 
observed that the amount of data of webpages between dif-
ferent websites differed, but the amount of data of webpages 

Fig. 2  Maximum complete time (left y-axis)/sum of execution times 
(right y-axis) vs. bandwidth (sufficient bandwidth instant allocation)

http://www.wiki.com
http://www.wiki.com
http://www.pearvideo.com
http://world.huanqiu.com
http://news.sina.com.cn
http://news.sina.com.cn
http://www.huitu.com
http://www.chinanews.com
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within the same website was similar except for some random 
changes. Therefore, we increased the number of webpages 
to be crawled to achieve a proportional increase in the data 
amount for all websites. The results are shown in Fig. 3. It is 
clear that the maximum complete time and sum of execution 
times of all five approaches increased with the data amount. 
The increase in the data amount was in fact is equivalent to 
the increase in the required bandwidth. Similar to the analy-
sis when varying the bandwidth, M-MAXT and M-SUMT 
achieved the best performances in terms of the maximum 
complete time and the sum of execution times, respectively.

Finally, we varied the tightness of the time constraints to 
evaluate the performances of the approaches. The data 
amount and bandwidth were set to 125000 kb and 1000 
kbps, respectively. The tightness of the time constraints was 
defined by 

∑ Di

t∗
i

(t∗
i
≠ 0) . A greater value of obtained using 

this formula denotes a tighter time constraint. The results are 
shown in Fig. 4. The maximum complete time and sum of 
execution times of all approaches increased with the tight-
ness of the time constraints. Moreover, the increase became 
more evident when the tightness of the time constraints 
exceeded 965. This is because the increase in time constraint 
tightness caused the bandwidths used for other websites to 
decrease, and hence the required time (maximum complete 
time and sum of execution times) increased.

5.2  Insufficient bandwidth instant allocation

Subsequently, we evaluated the performance of the proposed 
approach in insufficient bandwidth instant allocation. We 
compared the performance of M-STET with those of PRO-
DataAmount, PROBandwidth (Fei et al. 2010), GA (Shams 
et al. 2017), and DE (Afzal et al. 2019). The configurations 

of the simulations were similar to that in the sufficient band-
width instant allocation. However, we gradually loosened the 
time constraints of the websites until Ū > U [see Eq. (12)]. 
We conducted experiments by varying three influencing fac-
tors: bandwidth, amount of data to be crawled, and tightness 
of time constraints. The results are shown in Figs. 5, 6, and 
7, respectively.

As shown, M-STET outperformed PROBandwidth and 
PRODataAmount in these simulations. This is because in 
PROBandwidth and PRODataAmount, some websites’s exe-
cution times were less than their time constraints, thereby 
causing the available bandwidths of the remaining websites 
to decrease and their execution times to increase. Therefore, 
the sum of complete times exceeding the time constraints 
increased. GA and DE performed better than PROBand-
width and PRODataAmount; however, the time constraints 

Fig. 3  Maximum complete time (left y-axis)/sum of execution times 
(right y-axis) vs. amount of data to be crawled (sufficient bandwidth 
instant allocation)

Fig. 4  Maximum complete time (left y-axis)/sum of execution times 
(right y-axis) vs. tightness of time constraints (sufficient bandwidth 
instant allocation)

Fig. 5  Sum of complete time exceeding time constraints vs. band-
width (insufficient bandwidth instant allocation)
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were not fully utilized. In M-STET, the execution times 
of all websites were greater than or equal to the time con-
straints, rendering the execution times of the websites to be 
similar to the time constraints; hence, the time constraints 
were fully utilized. Therefore, M-STET achieved the least 
sum of complete time that exceeded the time constraints.

5.3  Task scheduling

Next, we consider the method to allocate the bandwidth for 
many websites to be crawled and evaluate the performances 
of our proposed approaches. We consider a scenario involv-
ing 50 websites, in which the maximum number of crawl-
ers that can be executed simultaneously is 5. Simulations 
were conducted to verify the performances of our proposed 
ReAlloc-MAXT and ReAlloc-SUMT; subsequently, they 

were compared with those of ReAlloc-PROBandwidth, 
Alloc-Once, and ReAlloc-PRODataAmount.

First, we varied the bandwidth from 520 to 540 kbps to 
verify the performances of different approaches. The result 
of the maximum complete time is shown in Fig. 8, and 
the sum of execution times is shown in Fig. 9. The trends 
in these two figures are similar. As shown, the execution 
times of ReAlloc-MAXT and ReAlloc-SUMT decreased 
almost linearly as the bandwidth increased. The execu-
tion times of ReAlloc-PROBandwidth decreased slowly 
first and rapidly when the bandwidth exceeded 534 kb/s. 
The execution times of AllocOnce and ReAlloc-PRODa-
taAmount decreased relatively slower than those of the 
approaches above. ReAlloc-MAXT and ReAlloc-SUMT 
always outperformed their benchmark approaches. In this 
situation, the objective include two parts: the maximum 
complete time (or the sum of execution times) and the 

Fig. 6  Sum of complete time exceeding time constraints vs. amount 
of data to be crawled (insufficient bandwidth instant allocation)

Fig. 7  Sum of complete time exceeding time constraints vs. tightness 
of time constraints (insufficient bandwidth instant allocation)

Fig. 8  Execution time measured by lnmax t
i
+ ln

∑n

i=1
△t

i
 vs. band-

width (task scheduling)

Fig. 9  Execution time measured by ln
∑n

i=1
(t
i
− t

0

i
) + ln

∑n

i=1
△t

i
 vs. 

bandwidth (task scheduling)
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complete time exceeding time constraints. ReAlloc-MAXT 
and ReAlloc-SUMT optimized these objectives in every 
reallocation. They used multiple reallocations to achieve 
shorter execution times compared with other approaches. 
AllocOnce did not perform bandwidth reallocation, and 
its execution time was almost the largest because its ini-
tial allocation was not optimal. ReAlloc-PRODataAmount 
and ReAlloc-PROBandwidth did not perform well because 
their allocations were not optimal in each round. The per-
formance of ReAlloc-PROBandwidth can be improved 
only when the available bandwidth is large. These results 
are consistent with the analysis in Sect. 4.3.

We further verified the complete time exceeding the 
time constraints and the number of websites that satis-
fied their time constraints under different bandwidths. 
Figure 10 shows the results when the available bandwidth 
varied from 520 to 540 kb/s. As shown, the complete times 
exceeding the time constraints of all approaches decreased 
as the bandwidth increased. This is because more rounds 
existed when the minimum required bandwidth Ū  [see 
Eq. (1)] was satisfied. In addition, the execution times of 
individual rounds decreased, which caused a decrease in 
the complete time exceeding the time constraints. ReAl-
loc-SUMT and ReAlloc-MAXT performed better than 
the other approaches. This shows the effectiveness of the 
optimization in these approaches. The results of websites 
that satisfied their time constraints further verified our 
analysis above. As shown, more websites satisfied their 
time constraints as the bandwidth increased. Among the 
approaches, ReAlloc-SUMT and ReAlloc-MAXT achieved 
faster satisfaction with time constraints.

5.4  Practical crawling issues

In the previous sections, we assumed that for website i, 
ti =

Di

vi
 . We further verified the relation among the execution 

time, bandwidth, and data amount of the crawler. We tested 
many websites, and the results based on three websites, i.e., 
wiki (http://www.wiki.com), pear video (http://www.pearv 
ideo.com), and huitu (http://www.huitu .com) are presented 
herein. Their contents were mainly texts, videos, and images, 
respectively. First, we varied the bandwidth such that the 
crawler can verify its execution time, where the data amount 
was fixed. Subsequently, we set a constant bandwidth for the 
crawler and recorded the crawling time required for crawling 
different amounts of data, and the results are shown in 
Figs. 11 and 12, respectively. According to the figures, the 
execution time was inversely proportional to the bandwidth 

Fig. 10  Sum of complete time exceeding time constrains (left y-axis)/
number of websites satisfying time constraints (right y-axis) vs. band-
width (task scheduling)

Fig. 11  Execution time of crawler vs. bandwidth

Fig. 12  Execution time of crawler vs. data amount

http://www.wiki.com
http://www.pearvideo.com
http://www.pearvideo.com
http://www.huitu.com
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and proportional to the data amount. However, the relations 
for different websites differed. We demonstrate this using the 
following equation,

where �i is a constant that differs for websites. We can con-
duct experiments for the websites to be crawled and obtain 
their constant. Subsequently, we can use �iDi to replace 
Di , which renders the proposed approaches adapted to real 
situations.

6  Conclusion

In this study, we investigated the bandwidth allocation 
problem for a web crawler system with time constraints. We 
formulated the problem in different situations and with dif-
ferent objective functions. Specifically, we first considered 
the bandwidth allocation of a small number of crawling tasks 
with sufficient or insufficient bandwidths. For a sufficient 
bandwidth, the objective can minimize the maximum com-
plete time or minimize the sum of execution times. For an 
insufficient bandwidth, the objective is based on the time 
exceeding the time constraints. We further extended our 
study to the scheduling of large-scale crawling tasks. The 
sequence and bandwidth of the crawling tasks were deter-
mined. We performed extensive simulations to verify these 
approaches. The results demonstrated that our approach sat-
isfactorily satisfied the time constraints and achieved desir-
able performances in terms of corresponding objectives in 
various scenarios.
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